
 

 

25 August 2023 
 
 
Office of the Privacy Commissioner 
Wellington By email to: biometrics@privacy.org.nz           

 
 
Dear Madam/ Sir,  
 
Re: Potential Biometrics Code of Practice 
 
The Financial Services Federation (“FSF”) is grateful to the Office of the Privacy 
Commissioner (“OPC”) for the opportunity to respond on behalf of our members to the 
consultation on the proposed Code of Practice for Biometrics (“the Consultation”).  
 
By way of background, the FSF is the industry body representing the responsible and ethical 
finance, leasing, and credit-related insurance providers of New Zealand. We have over 90 
members and affiliates providing these products to more than 1.7 million New Zealand 
consumers and businesses. Our affiliate members include internationally recognised legal 
and consulting partners. A list of our members is attached as Appendix A. Data relating to 
the extent to which FSF members (excluding Affiliate members) contribute to New Zealand 
consumers, society, and business is attached as Appendix B.  
 
As you will see from the FSF member list, our members cover a broad variety of institutions 
many of which are interested in, and apply, biometric information in their processes in the 
financial services sector. The purpose of this is for both the ease of the consumer and the 
transfer of information between different agencies in relation to consumers. Our members 
do not engage in any non-consensual acquisition of biometric information, nor in any 
automated collection of biometric data. Rather, our members engage in the use of 
biometrics predominantly for the purpose of electronic identity verification and other 
verification purposes required for the provision of financial services. 
 
As a result, our members are well regulated by the existing Privacy Act 2020 and other 
regimes such as the Anti-Money Laundering and Countering Financing of Terrorism Act 
2009. They are also required to report regarding their reporting, collection, and storage of 
customer information to agencies such as the Department of Internal Affairs (from whom 
we already have guidance on electronic identity verification), the Reserve Bank of New 
Zealand and, of course, the OPC. Due to the over regulation of the financial services 
industry, we request that the OPC considers the impacts of additional burdens on the 
sector.  
 
 



Introductory Comments 
In principle the FSF agrees with the idea of a code. As we discussed in our 2022 submission 
to the OPC on the consultation paper on the privacy regulation of biometrics in Aotearoa 
New Zealand, a code must be proportionate. Whether unintended consequences are 
foreseeable will come down to the detail and wording of the code (if the OPC decides to 
proceed with a code). This submission can be found here and further outlines the FSF’s 
viewpoint in broader terms.  
 
An introductory point we would like to emphasize is around who is covered under the scope 
of the code. Biometric solutions are offered by third party identity verification vendors 
where information is collected and maintained by these vendors. The vendor will ordinarily 
provide a verification report to a financial service provider instead of sharing the actual 
biometric data.  This assists our members in managing their risk and reducing the 
compliance burden. It is important that the code covers these vendors and fully 
understands the way they operate as they will be responsible for collecting and processing 
the biometric data.   
 
Unless expressly indicated below please assume that we agree with the proposals in the 
consultation questions. The FSF, as an industry body, has no Māori organisations’ feedback 
to answer questions specifically related to the gathering of Māori biometric data so please 
assume we have no comment on these questions unless stated otherwise.  
 
Consultation Questions 

3. How should a code deal with biometric information that is held for both manual and 
automated processes, or for hybrid manual/automated processes?  

 
To allow for future innovation it is imperative that the code remains technologically 
neutral as much as possible. For this reason, the FSF supports the idea of allowing 
the code to be drafted broadly and narrowing it down as issues come up rather than 
having to go back and open the code up if it proves to be narrow. In particular we 
would like to avoid another situation like the Credit Contract and Consumer Finance 
Act amendments which have had to be reviewed 3 times since their implementation 
in December 2021.  

 
4. If you think a code should apply to a different set of information, which information 

should it apply to (or not apply to), and why?  
 

Our membership is particularly concerned about the inclusion of voice in the 
definition of biometrics and would like to seek clarification as to whether a voice 
recording would fall into this category. Many organisations hold voice recordings of 
customer interactions for purposes such as training. If this falls into the category of 
biometric information, then this will impose huge burdens on the storage, use of and 
access to these recordings. For that reason, we submit that voice recordings used for 
specific approved purposes should not be considered biometric information and 
should be exempt from the terms of the code.  
 

https://www.fsf.org.nz/libraryviewer?ResourceID=466


Another concern that our membership has with the definition of biometric 
information is the inclusion of keystroke patterns. Many cyber security vendors 
provide technology solutions which can identify if a person is typing information on 
the website, or if a bot is being used to complete the form.  It can also study the key 
stroke patterns to assess if it is a potential fraudster or a real customer – this analysis 
covers speed to enter information, use of shortcuts etc.  Currently we don’t believe 
these solutions will be able to identify a particular person.  Nevertheless, agencies 
should not be a required to obtain express consent to run these security software 
programs.  Especially as it would be impossible to obtain express consent from a bot.  

 
6. Should a code apply to biometric information about deceased persons? What would 

be the implications if it did? What are some of the use cases that should be 
considered? We are particularly interested in hearing from Māori on this issue. 

 
The only reason we consider biometric information about deceased persons should 
be protected is for the purposes of fraud prevention however this relates back to the 
information retention period. In principle we believe the best way to combat this 
situation is that a deceased person’s biometric data should be deleted as soon as the 
holder is informed the person is deceased.  
 

8. How might an agency demonstrate that it has assessed the effectiveness and 
proportionality of its proposed collection and use of biometric information covered by 
a code?  
 
The financial services industry has existing legal requirements to ensure that people 
have been identified correctly as it is necessary for both money laundering 
prevention purposes and to ensure that fraudulent behaviour is not occurring. 
Sector wide this should be enough to assure the OPC that verification by way of 
biometric information is both effective and proportionate.  
 

10. Should a code provide for proportionality assessments to be undertaken at a sector 
rather than an agency level in some cases? How might this work?  

 
As discussed above at question 8, the entire financial services industry has existing 
legal requirements that they need to adhere to in this sphere. Due to this it could be 
useful to tie a proportionality assessment into AML/CFT sector assessments.   
 

11. Should any purposes for the collection of biometric information covered by a code be 
ruled out altogether, or is the proposed requirement for a proportionality assessment 
enough?  
 
We submit that the proportionality assessment should be enough. 
 

12. Do you agree that agencies should not be allowed to collect biometric information 
covered by a code for:  

a. marketing  
b. classification using prohibited grounds of discrimination  



c. inferring emotional state  
d. inferring health information.  

 
We have a couple of comments on the proposed list of biometric information that 
should and should not be covered by the code.  
 
The first comment is that as mentioned above the code needs to allow for 
innovation. While presently none of our members use biometrics for marketing 
purposes its very limiting to rule it out entirely even though we’re unaware where 
this technology could go. However, on the other side of this coin there is a danger 
that a marketing department could overlook privacy concerns when marketing to 
individuals so there would need to be a massive education project in this regard for 
agencies.  
 
Our second comment is that b contradicts later information in the discussion 
document. Questions particularly around the collection of Māori biometric data 
leads us to believe that on a certain level Māori data may need to be treated 
differently to other biometric data. This would be impossible to do if agencies are 
not allowed to collect data on the prohibited grounds of discrimination such as 
ethnicity. For clarity our members absolutely do not want the burden of collecting 
and protecting data on these grounds.  
 
Our final comment is on the potential public good that could come from collecting 
data on the grounds of c, inferring emotional state. If for example you could tell 
when someone is distressed and offer them faster service as a result, surely this 
would overrule potential negative uses. For example, with fraud help lines, if the 
hold line could tell that someone was particularly distressed (because for example 
they had potentially been defrauded out of their life savings) and could offer them 
quick service they could potentially recall the money due to the quick action. It 
seems premature to rule out this ground of collection at such an early stage because, 
as mentioned earlier the code needs to ensue that innovation can still continue in 
the industry.  
 
We have no issue with ground d. that agencies should not be allowed to collect 
biometric information inferring health information. 

 
13. What exceptions, if any, should apply to disallowed purposes?  

 
When looking at prohibiting the use of these kind of technologies there’s a real need 
to maintain flexibility to ensure good customer outcomes. This also comes back to 
our above points regarding innovation and ensuring the code is not overly 
restrictive.  

 
18. Do you agree that there should be an exception to IPP 2 for collection of biometric 

information for testing or training automated biometric systems? If so, do you agree 
with OPC’s proposed framing of the exception?  

 



Yes, we do agree with this and the way it’s framed.  
 

23. Do you agree that agencies should let the public know if a Privacy Impact Statement 
(PIA) has been carried out? Are there any other provisions you think should be 
included in a code, to encourage agencies to undertake and publish PIAs? 

 
We don’t have any concerns with the idea of letting the public know that a PIA has 
been carried out, but we do disagree with the idea that PIAs should be publicly 
available. They often contain discussions which could be considered commercially 
sensitive. This may have the effect of impacting on competition in the market which 
is something that needs to be avoided at all costs.  

 
27. Should the individual be prompted at regular intervals to check whether they still 

consent to the collection their biometric information?  
 
Does this refer to ongoing collection or is it in regard to biometric information that is 
being retained for the relevant period? If it is in regard to ongoing collection, then 
we see no issue with this however if it refers to information that is being retained 
then it runs the risk of consent fatigue.  
 

40. Are there any cultural perspectives, including tikanga Māori perspectives, that should 
be considered as part of retention and disposal requirements for biometric 
information covered by a code?  
 
See above answer to question 12. However, a further comment on the retention 
period is that we believe it should align with existing requirements such as those 
contained in the AML/CFT Act or the IRD’s record keeping requirements.  
 

45. How should a code cover use of biometric information for automated processing, 
where the information was not originally collected for use in automated processing? 

 
This depends on what the definition of automated processing is.  

 
47. What specific existing uses of biometric information should a code provide for that 

are not already covered by exceptions or exemptions in the Privacy Act or proposed 
new exceptions discussed in this paper? How do you think a code should provide for 
these uses?  

 
Our members use biometric verification for fraud prevention purposes as well as 
identification purposes. We believe that this should be provided for in the code as an 
approved purpose to collect biometric information. This will also assist with the 
keystrokes issue we outlined earlier in our submission.   

 
48. Are any other transitional provisions needed, including any implementation period 

that might be needed for a code as a whole, or for particular proposals?  
 
We propose an implementation period of one year.  



 
52. Overall, do the proposals in this paper strike the right balance between flexibility and 

technological neutrality, and clarity and certainty for regulated agencies? 
 

It is clear from the discussion paper that the OPC is attempting to achieve this, and 
we believe it is a great start but will come down to the actual details of the code.  

  
54. Are there any ways in which our proposals could have unintended consequences? If 

so, please let us know what these are and how they could be addressed.  
 

As above the proof will be in the code.  
 

56. Are there any biometrics issues you think should be dealt with using other regulatory 
tools (such as guidance, standards, or legislation), instead of in a code?  

 
As above need to see what the code ends up looking like. 

 
In summary while the FSF is generally supportive of the idea of a code for biometrics in 
order to provide agencies with clarity and guidance around the use and storage of this 
sensitive information we also believe that the code must allow for innovation and flexibility 
in order to ensure good customer outcomes.  
 
Please do not hesitate to reach out if you wish for us to speak further on any of the points 
made in this submission.  
 
Yours sincerely,  

 
Katie Rawlinson 
Legal and Policy Manager 
Financial Services Federation  
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